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Abstract. The paper is devoted to a fuzzy data processing and a time series prediction. We

chose a  Lukasiewicz algebra with square root function for solving a problem of sunspot number

prediction. We tested a lot of fuzzy logic functions. Four criteria were used for evaluating

their prediction quality. A collection of fourteen advisable FIR �lters was found. A fuzzy

network was constructed using this �lter set in the second phase. The fuzzy network weights

were optimized for each criterion and the results were compared with auto{regressive model.

All the fuzzy algorithms were realized in the MATLAB system.

Keywords: prediction, fuzzy processing, fuzzy logic function,  Lukasiewicz algebra, neural net-

work, Modus Ponens, inductive learning, Matlab.

1 Introduction

The prediction in time series is a general problem related to many practical tasks. We suppose
the fuzzy data processing with constrained sensitivity is a good tool for the prediction. The
main idea is to use the simplest possible algebra with the widest abilities. Our algebraic model
enables to construct both linear and non-linear �lters including a neural network based on
Modus Ponens rule.

2 Theoretical Foundation

A background of fuzzy data processing is the  Lukasiewicz algebra [2] with square root ( LAsqrt).
The other basic logic algebras like Gougen or G�odel are not good models because of disconti-
nuity of residuum or lack of square root function [7]. The algebraic model is described in [4].
The de�nition of fuzzy logic function (FLF) and its sensitivity is also included.

The FLF's are used in a Modus Ponens Fuzzy Network (MPFN) [1]. The MPFN consists
of four layers containing n input nodes, H FLF nodes, the layer of Modus Ponens law with
learnable rule weights and m output nodes. Any MPFN output is FLF of input vector.

THEOREM: Let H 2 N be a number of hidden FLF's in the given Modus Ponens Fuzzy
Network. Let �j be their sensitivities for j = 1; : : : ;H. Then any MPFN output is FLF of
input variables with the sensitivity

� � max
j=1;:::;H

�j :

3 FIR Filters and Fuzzy Prediction

The FIR �lters [6] are the standard tools for time series processing and prediction. Some FIR
�lters are FLF's.



THEOREM: Let N 2N0, n 2 N and mk 2N for k = 1; : : : ; n. Let �!x 2 Ln. Let wk = mk=2
N

be dyadic weights for k = 1; : : : ; n and
Pn

k=1wk � 1. Then any FIR �lter

Y (�!x ) =
nX

k=1

wk � xk

is a FLF in the  LAsqrt and it satis�es the Lipschitz condition with the sensitivity

� = max
k=1;:::;n

wk:

THEOREM: Let N 2 N0, n 2 N and mk 2 Z for k = 1; : : : ; n. Let �!x 2 Ln. Let wk = mk=2
N

be dyadic weights for k = 1; : : : ; n. Let
P

wk>0
wk � 1,

P
wk<0

jwkj � 1: Then

P (�!x ) = max

 
0;

nX
k=1

wk � xk

!

is a FLF in the  LAsqrt and it satis�es the Lipschitz condition with the sensitivity

� = max
k=1;:::;n

jwkj:

4 Experimental Results

A famous problem of sunspot number prediction was solved using the MATLAB [5] environment
and year sunspot data from 1700 to 1997. The sunspot number history is described on the
Fig. 1. The original sunspot number series fskg

t
k=1 were transformed using the di�erential

fuzzy�cation

fk =
sk + 1=4

sk + 1=4 + sk�1 + 1=4
:

The fk truth value corresponds to the proposition: The sunspot number increases (see Fig. 2).
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Figure 1: Sunspot number history

The sunspot number prediction from previous four year history was studied for 1 � D � 4
where D 2 N. The relation between the prediction task and MPFN patterns is de�ned as
xi = fk�i for i = 1; : : : ;D and y1 = �(fk�1; : : : ; fk�D) where � is any FLF.



A lot of experiments with various FLF's which are FIR �lters were proceed in the �rst step.
Four criteria were used for evaluated their prediction quality

MAXE = max
i=1;:::;m

max
k=1;:::;p

jyki � Yi(�!x k)j;

STDE =

vuut 1

m � p
�
mX
i=1

pX
k=1

(yki � Yi(�!x k))2;

AV GE =
1

m � p
�
mX
i=1

pX
k=1

jyki � Yi(�!x k)j;

MEDE = max
i=1;:::;m

median
k=1;:::;p

jyki � Yi(�!x k)j:

Using FLF's �(x) = max(0;min(1; x)), �(x;N) = 2�N � x + (1 � 2�N )=2 the best individual
FLF predictors are

h1 =
1

2
h2 = �(x1; 1)

h3 = �(x1; 4)

h4 = �

�
2

�
x1 	

x2
2

�
; 2

�

h5 = �

�
2

�
x1 	

x2
2

�
; 4

�

h6 = �

�
4

�
3 � x1 + x3

4
	

3 � x2
4

�
; 5

�

h7 = �

�
8

�
x1 + x3

2
	

6 � x2 + x4
8

�
; 5

�

h8 = �

�
x1 + x2

2
; 1

�
h9 = �(x1 _ x2 _ x3 _ x4; 2)

h10 = �(x1 ^ x2; 1)

h11 = �(x1 _ x2; 1)

h12 = �(x1 ^ x2 ^ x3; 1)

h13 = �

�
((x1 _ x2) ^ (x1 _ x3) ^ (x2 _ x3)) + (x1 _ x2 _ x3)

2
; 3

�
h14 = �(x1 _ x2 _ x3; 2):

The best 14 FLF �lters and their negations were used in the MPFN hidden layer of size H = 28.
The MPFN was realized through two general functions in MATLAB [3]. The MPFN weights
were optimized in the second phase. Penalty functions MAXE, STDE, AVGE and MEDE were
minimized using the MCRS global optimization technique. The auto{regressive model (AR)
of 4{th order was used as prediction standard. The results are described in the Tab. 1. The
Figs. 4{7 show selected MPFN outputs and results of simple FLF's.

5 Conclusions

The  Lukasiewicz algebra enriched by square root enables to realize operators approaching to
weighted averages. It is appropriate for construct fuzzy network with limiting sensitivity. The



k hk{name N MAXE STDE AVGE MEDE

1 constant 0 0.4287 0.1559 0.1259 0.1058

2 "linear" prediction 1 0.5768 0.1408 0.1012 0.0644

3 "linear" prediction 4 0.4150 0.1520 0.1214 0.1031

4 "quadratic" prediction 2 0.4934 0.1395 0.1035 0.0713

5 "quadratic" prediction 4 0.4112 0.1498 0.1193 0.1001

6 "cubic" prediction 5 0.4130 0.1540 0.1240 0.1069

7 "biquadratic" prediction 5 0.4130 0.1554 0.1252 0.1080

8 average of two 1 0.5357 0.1516 0.1125 0.0860

9 maximum of four 2 0.4151 0.1529 0.1278 0.1151

10 minimum of two 1 0.6143 0.1692 0.1183 0.0704

11 maximum of two 1 0.4946 0.1440 0.1117 0.0975

12 minimum of three 1 0.6143 0.1857 0.1338 0.0852

13 2.5th of three 3 0.4153 0.1527 0.1226 0.1011

14 maximum of three 2 0.4383 0.1488 0.1216 0.1037

MPFN for minimum MAXE 0.4040 0.1547 0.1263 0.1094

MPFN for minimum STDE 0.4598 0.1345 0.0981 0.0650

MPFN for minimum AVGE 0.5255 0.1389 0.0956 0.0648

MPFN for minimum MEDE 0.5834 0.1473 0.1007 0.0578

AR of fourth order 0.4880 0.1338 0.0963 0.0641

Table 1: FLF �lter eÆciency
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Figure 2: Fuzzy�cation: sunspot number increases
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Figure 3: "Linear" prediction for N = 1
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Figure 4: "Quadratic" prediction for N = 2
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Figure 5: Maximum of two for N = 1
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Figure 6: MPFN for optimum STDE
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Figure 7: MPFN for optimum AVGE

Modus Ponens Fuzzy Network is applicable tool for fuzzy prediction. The optimization of fuzzy
network structure will be a subject of our future research.
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